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Chameleon on ScienceQA and TabMWP

Tool-Augmented LLMs Chameleon: LLM Planner

Chameleon: Module Inventory

https://chameleon-llm.github.io

Experiments on ScienceQA

Tool Use Planning

Transition Graph for Generated Programs

Failure Case

• Transition graphs of modules for generated programs by Chameleon (GPT-4)
• Transition probabilities are computed from tool transitions observed on the test sets
• GPT-4 planner makes good decisions on how to sequence tools

• Limitations of the current modules or suboptimal programs generated by the planner
• The module inventory may lack tools capable of addressing specific abilities

Experiments on TabMWP


