., MathQA

(Amini et al., 2019), SVAMP (Patel et al., 2021)

https://github.com/lupantech/dl4math

_[Math Word Problem }—[Textual

Solving (§A.1) —(Multimodal

., IconQA

(Lu et al., 2021b), TabMWP (Lu et al., 2022b)

—(Formal

., CogGym (Yang and Deng, 2019)

—[Theorem Proving (§A.2) ]-—(Informal

., NaturalProofs (Welleck et al., 2021)

—(Formal + Informal

., miniF2F+informal (Jiang et al., 2022a)

Tasks and _(Geometry Problem
Datasets (§2) Solving (§A.3)

) —[Without Annotations

., GEOS

(Seo et al., 2015), GEOS++ (Sachan et al., 2017)

{Deep Learning for Mathematical Reasoning]

) —(With Annotations

., Geometry3K (Lu et al., 2021a), UniGeo (Chen et al., 2022a)

Math Question

) —(Single Benchmark

., DROP

(Dua et al., 2019), Mathematics (Saxton et al., 2020)

| Answering (§A.4)

) —(Uniﬁed Benchmark

., Lila (Mishra et al., 2022a), TheoremQA (Chen et al., 2023)

Automatically solve math word problems

@

Question: Tom has 2 apples and

Math Word Problems

Question: Sara picked 45 pears and Sally picked 11 pears
from the pear tree. How many pears were picked in total?

A Survey of Deep Learning for Mathematical Reasoning

Pan Lul, Liang Qiul, Wenhao Yu?, Sean Welleck3, Kai-Wei Changl
UCLAZ1, University of Notre Dame?, University of Washington?

~

rMath ability: basic math
Language complexity: simple language
Format: generative question answering

Jerry has 5 apples. How many
apples do they have in total?

., FigureQA (Kahou et al., 2018), DVQA (Kafle et al., 2018)

., ConvFinQA (Chen et al., 2022c)

Other Quantitative
Problems (§A.5)

., ScienceQA (Lu et al., 2022a)

—(Programmjng

., P3 (Schuster et al., 2021)

—[Seqzseq-based (§3.1)

., DNS (Wang et al., 2017), AnsRat (Ling et al., 2017)

—(Graph-based (§3.2)

., GTS (Xie and Sun, 2019), Graph2Tree (Li et al., 2020b)

—[Neural Networks (§3) ]-

—(Attention-based (§3.3)

., Math-EN (Wang et al., 2018a), GROUP-ATT (Li et al., 2019)

—{omer (§3.4)

., CNNTP (Loos et al., 2017), MathDQN (Wang et al., 2018b)

GenBERT (Geva et al., 2020), Minerva (Lewkowycz et al., 2022)

Deep Leamning - -
L[Pre-trained Language }{Self-Supewnsed Learning (§4.1) HE.g.,

—(Task-speciﬁc Fine-tuning (§4.2) HE.g.,

Models (§4)

Scratchpad (Nye et al., 2021), Bhaskara (Mishra et al., 2022a)

—(Example Selection (§5.1)

., Few-shot-CoT (Wei et al., 2022), PromptPG (Lu et al., 2022b)

—(In-context Learning (§5) ]—

{High-quality Chains (§5.2)

., Self-Consistency (Wang et al., 2023), Least-to-most (Zhou et al., 2023)

N ) ) ) ) ) d) ) el ) ) ) i) ) ) \d) st ) \iad) et )

2013 2014

2015 2016 2017 2018 2019 2020 2021 2022
Year

Neuro-symbolic reasoning over geometry diagrams, theorems, and solvers

C X

y
@)
D

In triangle ABC, AB =

BC. Find y.

Probing Numerical Commonsense Knowledge

Birds can [MASK].

Neural Detector Diagram Parser

Relation Set in Formal Language

Triangle(A,B,C)
Triangle(A,B,D)
Triangle(B,C,D)
Equals(Line(B,C),32)

é

Equals(Line(C,D),x)
Equals(Line(B,D),y)
Equals(Angle(C,A,B),54)
PointLiesOnLine(D,Line(A,C))
Perpendicular(Line(B,D),Line(A,D))
- Equals(Line(B,C),Line(A,B))
=t Find(y)

Rule-Based Text Parser

. Encoder |
v

' Encoder |
v

' Encoder

Decoder
v

Decoder
¥

)
Decoder |

Transformer-Based Theorem Predictor

BERT-Large

Masked Word Prediction 2nd

However, for Numerical Commonsense Knowledge :

A car usually has [MASK] wheels.

A car usually has [MASK] round wheels.

: four(44.8%)
:two (18.7%) |

: four(53.7%) !
:two (20.5%) .
ttwo (37.1%) !
: four(20.2%) .

_1st:fly (79.5%)
:sing (9.1%)

i @ [ Isosceles Triangle TheoremJ—> Equals(Line(A,B),32)

[ Law of Sine Theorem }—) Equals(y,25.89)

v

Symbolic Geometry Problem Solver

Inter-GPS: Interpretable Geometry Problem Solving with Formal Language and Symbolic Reasoning, ACL 2021

Probing Human-level Intelligence

Measuring High-level Problem Solving

Problem:

Tom choose?
Solution:

Tom has a red marble, a green marble,
a blue marble, and three identical yellow marbles.
How many different groups of two marbles can

There are two cases here: either Tom
chooses two yellow marbles (1 result), or he

chooses two marbles of different colors ((5) = 6
results). The total number of distinct pairs of

marbles Tom can chooseis1 +6 = |7 |

Problem:

real parts.
Solution:

The equation x* + 2z = 7 has two
complex solutions. Determine the product of their

Complete the square by adding 1 to
each side. Then (z +1)2 =1+4i =eT/2, 50
z+ 1= +es /2. The desired product is then

(~1-+ cos (5) 2) (~1 — cos (5) ¥2) = 1 -

cos? (T)v2=1— (1+C02s(%))\/§ _

1-+v2
5 |

Birds have four legs?! NumerSense: Probing Numerical Commonsense Knowledge of Pre-trained Language Models, EMNLP 2020

Measuring Mathematical Problem Solving With the MATH Dataset, NeurlPS 2021

Tree-based Neural Networks

(Problem: Robin was making baggies of cookies with 6
cookies in each bag. If she had 23 chocolate cookies and
25 oatmeal cookies, how many baggies could she make? y

~

f Solution Expression: (23 + 25) + 6
. Solution: 8

~

Goal: How many baggies she
could make

Context: 6 cookies in each bag;

She had 23 chocolate cookies
and 25 oatmeal cookies

(1) Left Goal

-
-
-

Generatioq .7

Goal: How many cookies
she had in total

Context: She had 23
chocolate cookies and 25
oatmeal cookies

Goal: How many chocolate
cookies she had

Context: She had 23
chocolate cookies

Day
Sunday
Monday
Tuesday

Wednesday
Thursday

Wanda went on a camping trip
and logged the number of miles
she hiked each day. What is the
median of the numbers?

5
9

J

Chameleon

Location
stadium
park

hotel
airport

train station
bus station

f_\

Look at the following schedule. When does
the bus depart from the train station?
(A) 12:35 P.M. (B) 1:10 P.M.
C) 1:10 P.M. (D) 10:45 A.M.
(\) (D) )

Arrive Depart
10:20 A.M. 10:25 A.M.
10:35 A.M. 10:45 A.M.
11:10 AM. 11:15 AM.
12:05 P.M. 12:10 P.M.
12:25 PM. 12:35 P.M.

1:10 PM. 1:10 P.M.

(2) Left Goal

Goal: How many Generation .

cookies in each bag
Context: 6 cookies in

each bag @Right Goal :

Goal: How many
oatmeal cookies she had
Context: She had 25

oatmeal cookies @Leaf Embedding

Generation “.

@Right Goal
“.. Generation

A

(6) Tree Embedding

(5) Leaf Embedding

A Goal-Driven Tree-Structured Neural Model for Math Word Problems, I[JCAI 2019

[ Program Generator @

( This table shows the number of miles Wanda hiked each day on her
camping trip. The median is the middle value in a set of data when
the data is arranged in order. To find the median, the data must
be arranged in order from least to greatest (or greatest to

| least), and then the middle value(s) is/are determined.

i

Program Verifier ﬁ

'

miles_hiked [10, 9, 10, 5, 9]
miles_hiked = sorted(miles_hiked)
middlel = (len(miles_hiked) - 1) // 2
middle2 = len(miles_hiked) // 2

(ans = (miles_hiked[middlel] + miles_hiked[middle2]) / 2

[ Program Executor ﬁ H
v

[ Answer Generator }—V

[ Solution Generator @ ]_, (Step 2) Train station: 12:35 P.M. The bus departs from the train

( Answer Generator J—>

Location
train station

Arrive Depart
12:25 P.M. 12:35 P.M.

4 N\
(Step 1) Find the train station on the schedule. Find the departure
time for the train station.

station at 12:35 P.M.

(Step 3) The answer is 12:35 P.M.

-

12:35 P.M.

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models, arXiv:2304.09842

Knowledge: no external knowledge
. Instruction: You are given a question that involves the
L - < calculation of numbers. You need to perform either an

' ~ addition or subtraction operation on the numbers. Generate
| your answer to the given question.

!

CProgranllz

def solution(x, y):
answer = X + y
return answer

L

(O}

G

Rationale: x=2+5 ]

-

[ Solution: 7 |

Program 2:
X = 45
y =11

Sara and Sally
print(answer)

Four basic arithmetic operations with
single or multiple operation steps.

kAnswer: 56

print(solution(45, 11)) # total pears is the sum of
pears with Sara and Sally

answer = X + y # total pears is the sum of pears with

Lila: A Unified Benchmark for Mathematical Reasoning, EMNLP 2022

Automated Theorem Proving

Demonstrate the truth of a mathematical claim (a theorem) via a sequence of

logical arguments (a proof)

Input: theorem Output: proof

Formal sketch

Statement Informal

If gcd(n, 4) = 1 and
lem(n, 4) = 28,
show that n is 7.

hence 1 -28 =n - 4.

proof

We know that gcd(a, b) - lem(a, b) = ab,

Thenn=1-28/4=7,

Verified formal proof

have cl: “1*28 = n*4”"
using assms

have cl: “1*28 = n*4”
using assms

Informal\

Proof Writer

35 B

Draft informal proof

Generate formal sketch

Off-the-shelf
Prover

/%

Prove remaining gaps

Draft, Sketch, and Prove: Guiding Formal Theorem Provers with Informal Proofs, ICLR 2023

Equation: x =5 + 4 + 3 - 2; solution: [10]

f

Applying number

Model output (Equation template): x =n1 + n3 + n2 - n4

mapping to equation form

X
A A A

Decoder

3 3 A

LSTM 1’ LSTM 1. LSTM ]—b

A

A

Encoder:

Embedding: @® 00 @0 00

Dan have

GRU |

T

10}08/ Jepooug

@0 00 G.Cl;

total

Model input: Dan have n1, pens and n2 pencils, Jessica
have n3 more pens and n4 less pencils than him. How
many pens and pencils do Jessica have in total?

*

Number mapping:

Problem: Dan have 5 pens and 3 pencils, Jessica have 4

{n1=5, n2=3, n3=4, n4=2}

more pens and 2 less pencils than him. How many pens

and pencils do Jessica have in total?

Deep Neural Solver for Math Word Problems, EMNLP 2017

LLMs with Chain-of-Thought Prompting

|

Question: The cafeteria had 23 apples. If they used 20 to make lunch and bought 6 more, how
many apples do they have?

/(Modollnput)

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Chain-of-Thought Prompting
Model Input

(A) Math word
problems

\v}
(o)

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

[\l
(e

Chain of

thought

CoT

—
ot

A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 + 6 = 11. The answer is 11. reasoning

Tool-augmented LLMs via
composing various tools to
perform complex tasks.

.~ Hugging Face

Image Captioner

Text Detector

Knowledge Retrieval
Query Generator
Solution Generator

Answer Generator

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Ldo they have?

_J

A: The answer is 27. x

0 ht n
answer is 9.

processes

GSM8K Accuracy (%)
=

o

No chain
of thought

1021 1022 10?3 102

An ability is emergent if it is not
present in smaller models but is
present in larger models.

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022
Emergent Abilities of Large Language Models, Transactions on Machine Learning Research, 2022

Generalization and Robustness

GPT-3
(text-davinci-003)

TS5
(Large)

UnifiedQA
(Large)

GPT-3
(text-davinci-002)

None 5 balls 8 balls 8 balls

3 balls + 5 balls = ]

23 balls + 145 balls = ] None None 58 balls 168 balls

Language models struggle with
large numbers.

23 balls + 1,855 balls = ] None None 2,878 balls 2,988 balls

John had 8 balls and he gave 3 to Mary. W
How many balls does John have now? J

Mary has 5 balls.

fJohn had 3 apples. John had 8 balls
and he gave 3 to Mary. How many balls
| does Mary have now?

Mary has 5 balls.

/

\

Large language models are
inconsistent for mathematical
reasoning.

-
John had 8 balls and he gave 4 to Mary.
kWho has more balls now?

>[John has more balls. ] x
GPT-3

(text-davinci-002)




