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https://lupantech.github.io/
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● 4th-year Ph.D. Candidate at UCLA

● Research interests
❖ Large language models for planning, reasoning, and generation
❖ Mathematical reasoning in mathematics and sciences domains
❖ Trustworthy NLP: explainable, reliable, and socially responsible
❖ Conversational agents: value-aware and socially intelligent
❖ Multimodal reasoning for vision-and-language applications

● Workshops and tutorials
❖ Lead organizer for NeurIPS-21 MathAI4ED Workshop 
❖ Lead organizer for NeurIPS-22 MathAI Workshop
❖ Keynote presenter at IJCAI-23 Tutorial on math reasoning



Outline

● Mathematical Reasoning
○ Tasks and benchmarks
○ Neural network methods
○ Language models and LLMs
○ Challenges and opportunities

● Commonsense Reasoning
○ Definition of commonsense
○ Commonsense benchmarks
○ Commonsense integration into NNs
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Mathematical 
Reasoning

Source: Maria Nguyen for Quanta Magazine



Deep Learning for Mathematical Reasoning

5
Sources: Pam Harris, Math Educator; Quanta Magazine; Pam Harris A Survey of Deep Learning for Mathematical Reasoning, ACL 2023.



MWP: Math Word Problems
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Automatically solve math word problems

Question: Tom has 2 apples and 
Jerry has 5 apples. How many 
apples do they have in total?

Math ability: basic math
Language complexity: simple language
Format: generative question answering
Knowledge: no external knowledge
Instruction: You are given a question that involves the 
calculation of numbers. You need to perform either an 
addition or subtraction operation on the numbers. Generate 
your answer to the given question.

Question: Sara picked 45 pears and Sally picked 11 pears 
from the pear tree. How many pears were picked in total? 

Program 1: 
def solution(x, y):
    answer = x + y 
    return answer
print(solution(45, 11)) # total pears is the sum of 
pears with Sara and Sally

Program 2: 
x = 45
y = 11
answer = x + y # total pears is the sum of pears with 
Sara and Sally
print(answer)

Answer: 56

Rationale: x = 2 + 5

Solution: 7

Lila: A Unified Benchmark for Mathematical Reasoning, EMNLP 2022

Four basic arithmetic operations with 
single or multiple operation steps.



Multimodal Math Word Problems

7IconQA: A New Benchmark for Abstract Diagram Understanding and Visual Language Reasoning, NeurIPS 2021
PromptPG: Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical Reasoning, ICLR 2023

Tabular contexts

Math Reasoning over Multimodal Information (images, figures, tables, etc.)

Visual contexts
IconQA

TabMWP



GPS: Geometry Problem Solving

8
Inter-GPS: Interpretable Geometry Problem Solving with Formal Language and Symbolic Reasoning, ACL 2021

Neural Detector Diagram Parser 

Rule-Based Text Parser

Symbolic Geometry Problem Solver

In triangle ABC, AB = 
BC. Find y.

Equals(Line(A,B),32)

Equals(y,25.89)

Relation Set in Formal Language

Transformer-Based Theorem Predictor

✔

Neuro-symbolic reasoning over geometry diagrams, theorems, and solvers



Automated Theorem Proving

9Draft, Sketch, and Prove: Guiding Formal Theorem Provers with Informal Proofs, ICLR 2023

Demonstrate the truth of a mathematical claim (a theorem) via a sequence of 
logical arguments (a proof)

Input: theorem Output: proof



DROP: Reading Comprehension with Discrete Reasoning

10DROP: A Reading Comprehension Benchmark Requiring Discrete Reasoning Over Paragraphs, NAACL 2019

Discrete reasoning over content of paragraphs

In 1970, to commemorate the 100th anniversary of the founding 
of Baldwin City, Baker University professor and playwright 
Don Mueller and Phyllis E. Braun, Business Manager, 
produced a musical play entitled The Ballad Of Black Jack 
to tell the story of the events that led up to the battle.

Who was the University 
professor that helped produce 
The Ballad Of Black Jack, Ivan 
Boyd or Don Mueller?

Don Mueller

Selection

That year, his Untitled (1981), a painting of a haloed, 
black-headed man with a bright red skeletal body, depicted amid 
the artists signature scrawls, was sold by Robert Lehrman for 
$16.3 million, well above its $12 million high estimate.

How many more dollars was 
the Untitled (1981) painting 
sold for than the 12 million 
dollar estimation?

4300000

Passage Question Answer
Subtraction

In 1517, the seventeen-year-old King sailed to Castile. 
There, his Flemish court . . . . In May 1518, Charles traveled to 
Barcelona in Aragon.

Where did Charles travel to 
first, Castile or Barcelona?

Castile
Comparison



Probing Human-level Intelligence of Language Models
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Measuring High-level Problem SolvingProbing Numerical Commonsense Knowledge

Birds have four legs?! NumerSense: Probing Numerical Commonsense Knowledge of Pre-trained Language Models, EMNLP 2020
Measuring Mathematical Problem Solving With the MATH Dataset, NeurIPS 2021

BERT



Seq2Seq Neural Networks

12Deep Neural Solver for Math Word Problems, EMNLP 2017

Problem: Dan have 5 pens and 3 pencils, Jessica have 4 
more pens and 2 less pencils than him. How many pens 
and pencils do Jessica have in total?

Model output (Equation template): x = n1 + n3 + n2 - n4

Equation: x = 5 + 4 + 3 - 2; solution: [10]
Applying number

mapping to equation form

Model input: Dan have n1, pens and n2 pencils, Jessica 
have n3 more pens and n4 less pencils than him. How 
many pens and pencils do Jessica have in total?

Number mapping:
{n1=5, n2=3, n3=4, n4=2}



Tree-based Neural Networks
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A Goal-Driven Tree-Structured Neural Model for Math Word Problems, IJCAI 2019Problem: Robin was making baggies of cookies with 6
cookies in each bag. If she had 23 chocolate cookies and
25 oatmeal cookies, how many baggies could she make?

Solution Expression: (23 + 25) ÷ 6 
Solution: 8

23
Goal: How many chocolate 
cookies she had
Context: She had 23 
chocolate cookies

÷
Goal: How many baggies she 
could make
Context: 6 cookies in each bag; 
She had 23 chocolate cookies 
and 25 oatmeal cookies

+
Goal: How many cookies 
she had in total
Context: She had 23 
chocolate cookies and 25 
oatmeal cookies

6
Goal: How many 
cookies in each bag
Context: 6 cookies in 
each bag

25
Goal: How many 
oatmeal cookies she had
Context: She had 25 
oatmeal cookies



Large Language Models (LLMs)

14Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond, 2023
Large language models broaden AI’s reach in industry and enterprises



LLMs and In-context Learning

15Language Models are Few-Shot Learners, NeurIPS 2020

Zero-shot One-shot

Few-shot

Given the task description and a single example of the taskGiven only a natural language description of the task

Given the task description and a few examples of the task



Emergent Abilities of LLMs

16Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022
Emergent Abilities of Large Language Models, Transactions on Machine Learning Research, 2022

Question: The cafeteria had 23 apples. If they used 20 to make lunch and bought 6 more, how 
many apples do they have?

CoT 
reasoning 
processes

An ability is emergent if it is not 
present in smaller models but is 
present in larger models.



Chain-of-Thought Prompting (CoT)

Chain-of-Thought Prompting (CoT) unlocks 
and boosts the compositional reasoning 
ability in the natural language space.

Jason et al, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022
17



Limitations of LLMs (CoT)
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Lack the ability to perform precise mathematical reasoning

Question: A garden supply store 
kept track of how many lawn mowers 
it sold in the past 7 days. What is the 
median of the numbers?

Table:

Solution: 
(Step 1) The median is the ”middle” value. To find the median, put the 
numbers in order from least to greatest and find the number in the 
middle.

(Step 2) 8, 7, 5, 7, 9, 8, 8

(Step 3) The median is 7. The answer is 7.

GPT-3
(text-davinci-002)

Solution: 
(Step 1) The mean is the average of the numbers.
(Step 2) To find the mean, add the numbers and divide by the 
number of students.
(Step 3) 14 + 8 + 17 + 17 + 3 + 7 + 5 + 17 = 86
(Step 4) There are 8 students, so divide 86 by 8.
(Step 5) 86 ÷ 8 = 10.75
(Step 6) The mean is 10.75. The answer is 10.75.

GPT-3
(text-davinci-002)

Question: Some students compared 
how many blocks they live from 
school. What is the mean of the 
numbers?

Table:

PromptPG: Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical Reasoning, ICLR 2023



Limitations of LLMs (CoT)
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An inability to combine different tools to perform complex reasoning

Solution: 
(Step 1) Find 9:45 A.M. on the schedule.

(Step 2) The next stop is Whale Watch Harbor at 10:15 A.M.

(Step 3) The earliest she can get to Surfing Beach is 12:00 P.M. The answer is 12:00 P.M.

GPT-3
(text-davinci-002)

Question:  Look at the following schedule. Haley is at Ocean City at 9.45 A.M. How 
soon can she get to Surfing Beach?
Options: (A) 1:45 P.M. (B) 12:00 P.M. (C) 10:30 A.M. (D) 12:15 P.M.

Table:

PromptPG: Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical Reasoning, ICLR 2023



Self Consistency with CoT (CoT-SC)

20Self-Consistency Improves Chain of Thought Reasoning in Language Models, ICLR 2023

She has 16 - 3 - 4 = 9 eggs
left. So she makes $2 * 9 =
$18 per day. 

The answer is $18.

She eats 3 for breakfast, so
she has 16 - 3 = 13 left. Then 
she bakes muffins, so she has 
13 - 4 = 9 eggs left. So she 
has 9 eggs * $2 = $18.

The answer is $18.

This means she she sells the 
remainder for $2 * (16 - 4 - 3) 
= $26 per day. 

The answer is $26.

The answer is $18.Language 
model

Self-consistency

Q: If there are 3 cars in the parking lot 
and 2 more cars arrive, how many cars 
are in the parking lot?
A: There are 3 cars in the parking lot 
already. 2 more arrive. Now there are 3 
+ 2 = 5 cars. The answer is 5.
 …
Q: Janet’s ducks lay 16 eggs per day. 
She eats three for breakfast every 
morning and bakes muffins for her 
friends every day with four. She sells 
the remainder for $2 per egg. How 
much does she make every day?
A:

Chain-of-thought 
prompting

Language 
model

Prompt The answer is $14.

This means she uses 3 + 4 = 7 eggs every day. 
She sells the remainder for $2 per egg, so in total 
she sells 7 * $2 = $14 per day.
The answer is $14.

Greedy decode

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths 
to aggregate final answers



Tree-of-Thought Prompting (ToT)

21Tree of Thoughts: Deliberate Problem Solving with Large Language Models, 2023



Tool-Augmented LLMs

22DePlot: One-shot visual language reasoning by plot-to-table translation, https://arxiv.org/abs/2212.10505



Program-aided LLMs

23Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks, arXiv:2211.12588
PAL: Program-aided Language Models, rXiv:2211.10435

Question: In Fibonacci sequence, it follows the rule that 
each number is equal to the sum of the preceding two 
numbers. Assuming the first two numbers are 0 and 1, what 
is the 50th number in Fibonacci sequence?

The first number is 0, the second number is 1, therefore, the 
third number is 0+1=1. The fourth number is 1+1=2. The fifth 
number is 1+2=3. The sixth number is 2+3=5. The seventh 
number is 3+5=8. The eighth number is 5+8=13.
..... (Skip 1000 tokens)
The 50th number is 32,432,268,459.

Chain-of-thought (CoT)

length_of_fibonacci_seq = 50
fibonacci_sequence = np.zeros(length_of_fibonacci_seq)
fibonacci_sequence[0] = 0
fibonacci_sequence [1] = 1
For i in range(3, length_of_fibonacci_seq):

fibonacci_sequence[i] = fibonacci_sequence (i-1] +
fibonacci_sequence[i-2]

ans = fibonacci_sequence[-1]

Program-of-thought (PoT)

12,586,269,025

32,432,268,459



Wolfram Plugin for ChatGPT

24Wolfram|Alpha as the Way to Bring Computational Knowledge Superpowers to ChatGPT



Chameleon: Plug-and-Play Compositional Reasoning

9

This table shows the number of miles Wanda hiked each day on her 
camping trip. The median is the middle value in a set of data when 
the data is arranged in order. To find the median, the data must be 
arranged in order from least to greatest (or greatest to least), 
and then the middle value(s) is/are determined.

  Answer Generator

Knowledge Retrieval

 Program Generator

   Program Verifier

  Program Executor

Wanda went on a camping trip 
and logged the number of miles 
she hiked each day. What is the 
median of the numbers?

miles_hiked = [10, 9, 10, 5, 9]
miles_hiked = sorted(miles_hiked)
middle1 = (len(miles_hiked) - 1) // 2
middle2 = len(miles_hiked) // 2
ans = (miles_hiked[middle1] + miles_hiked[middle2]) / 2

ans = 9.0

Miles hiked
Day Miles

Sunday 10

Monday 9

Tuesday 10

Wednesday 5

Thursday 9

Look at the following schedule. When does 
the bus depart from the train station?
(A) 12:35 P.M. (B) 1:10 P.M. 
(C) 1:10 P.M. (D) 10:45 A.M.

Bus schedule
Location Arrive Depart
stadium 10:20 A.M. 10:25 A.M.
park 10:35 A.M. 10:45 A.M.
hotel 11:10 A.M. 11:15 A.M.
airport 12:05 P.M. 12:10 P.M.
train station 12:25 P.M. 12:35 P.M.
bus station 1:10 P.M. 1:10 P.M.

12:35 P.M.  Answer Generator

      Row Lookup

 Solution Generator

Location Arrive Depart
train station 12:25 P.M. 12:35 P.M.

(Step 1) Find the train station on the schedule. Find the departure 
time for the train station.

(Step 2) Train station: 12:35 P.M. The bus departs from the train 
station at 12:35 P.M. 

(Step 3) The answer is 12:35 P.M.

25

Chameleon

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models, arXiv:2304.09842

Tool-augmented LLMs via 
composing various tools to 

perform complex tasks.

Knowledge Retrieval
Query Generator
Solution Generator

Image Captioner

Answer Generator

Bing Search

Text Detector



Low-resource Settings

26
GeoRE: A Relation Extraction Dataset for Chinese Geometry Problems, NeurIPS 2021 MATHAI4ED Workshop
ArMATH: a Dataset for Solving Arabic Math Word Problems, LREC 2022
KoTAB: Korean Template-Based Arithmetic Solver with BERT, BigComp 2020



Low-resource Settings

27MultiHiertt: Numerical Reasoning over Multi Hierarchical Tabular and Textual Data, ACL 2022
Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurIPS 2022

Finance MedicineScience



Generalization and Robustness

28

3 balls + 5 balls =

23 balls + 145 balls =

23 balls + 1,855 balls =

T5
(Large)

UnifiedQA
(Large)

GPT-3
(text-davinci-002)

GPT-3
(text-davinci-003)

None 5 balls 8 balls 8 balls

None None 58 balls 168 balls

None None 2,878 balls 2,988 balls

John had 8 balls and he gave 3 to Mary. 
How many balls does John have now? Mary has 5 balls. ✅

John had 3 apples. John had 8 balls 
and he gave 3 to Mary. How many balls 
does Mary have now?

Mary has 5 balls. ❌

John had 8 balls and he gave 4 to Mary. 
Who has more balls now? John has more balls. ❌

Language models struggle with 
large numbers.

Large language models are
inconsistent for mathematical 
reasoning.

GPT-3
(text-davinci-002)



IJCAI 2023 Tutorial: Mathematical Reasoning

29

Pan LuZhenwen Liang Ashwin Kalyan Sean Welleck

Date: August 21, 2023
Venue: Macao, S.A.R

Registration is open: https://registration.ijcai.org



Common Sense: Dark Matter of Intelligence



Terror Subterra by Roger Shepard

31Source: Shepard RN (1990) Mind Sights: Original Visual Illusions, 
Ambiguities, and other Anomalies, New York: WH Freeman and Company

The figure is a black and white drawing of two men, one 
standing and the other sitting, with their backs turned 
to each other. They are positioned in a narrow, dark 
tunnel or passageway.

LLaMA-Adapter V2 http://llama-adapter.opengvlab.com/

Two monsters in a tunnel (rather than human)

From human

They are running (rather than standing or sitting)

One is chasing another (rather than the same actions)

The chaser is hostile and the chased is afraid (even 
they have the same face expression)

SYSTEM 1
Intuition

95%

Unconscious
Fast
Associative
Automatic pilot



Definition of Common Sense

● The basic level of practical knowledge and reasoning
● Concerning everyday situations and events
● That are commonly shared among most people.

32

For example, it’s ok to keep the closet door open, 
but it’s not ok to keep the fridge door open, 

as the food inside might go bad.

Essential for humans to live 
and interact with each other 
in a reasonable and safe way

Essential for AI to 
understand human needs 
and actions better

Source: Commonsense Reasoning for Natural Language Processing, ACL 2020 Tutorial



Knowledge in LMs

33

Do pre-trained LMs already have some commonsense knowledge?

What is the man holding in his hands?
LLaMA-Adapter V2

(Multimodal LMs)
http://llama-adapter.opengvlab.com/

BERT
(Masked LMs)

Birds usually can [MASK].

The man is holding a camera in his 
hands.

✅

✅

✅

(MLM demo)

https://demo.allennlp.org/masked-lm


Knowledge in LMs

34

Pre-trained LMs still lack commonsense knowledge and can generate false facts.

BERT
(Masked LMs)

Birds usually can [MASK]. Tigers usually have [MASK] legs.

✅

✅

✅

❌

🤔

✅



Commonsense Benchmarks

35

Naïve 
Psychology 

ROC story

Social commonsense

Social IQa

WSC COPA

VCR WinoGrande

TMTaco

Temporal commonsense

ScienceQA

Scientific commonsense

ReCORD

CosmosQA

MultiRC

Commonsense reading comprehension

CommonsenseQA

Abductive NLI

Physical IQa HellaSwag

SWAG

JHU Ordinal
Commonsense

Physical commonsense

Credit to Maarten Sap, Commonsense benchmarks, ACL 2020 Tutorial



Social IQA: Social Interaction QA

36

Reasoning about Social Situations

Social IQa: Commonsense Reasoning about Social Interactions, EMNLP 2019

Kevin spills the chili all over the floor 
and made the office a huge mess.

What should Kevin do next?

save the chili on 
the floor

run away and leave the 
mess in the office mop up the mess

most likely



ATOMIC: Knowledge tested in Social IQA

37

  

ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning, AAAI 2019



Physical IQa: Physical Interaction QA

38
PIQA: Reasoning about Physical Commonsense in Natural Language, AAAI 2020

Reasoning about Physical Interaction

Test the ability of natural language 
understanding models to link text 
to a robust intuitive-physics 
model of the world



ScienceQA: Science Question Answering
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Question: Which type of force from the 
baby's hand opens the cabinet door?

Context: A baby wants to 
know what is inside of a 
cabinet. Her hand applies 
a force to the door, and 
the door opens.

Answer: The answer is A.

Lecture: A force is a push or a pull that one object 
applies to a second object. The direction of a push is 
away from the object that is pushing. The direction of 
a pull is toward the object that is pulling.

Explanation: The baby's hand applies a force to the 
cabinet door. This force causes the door to open. The 
direction of this force is toward the baby's hand. This 
force is a pull.

Options: (A) pull (B) push

BECAUSE:

Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurIPS 2022

Reasoning about Scientific Topics



ScienceQA: Domain Diversity
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Capitalization
Formatting

Figurative Language
Literary devices

Grammar
Sentences and fragments
Phrases and clauses

Phonology
Rhyming

Punctuation
Fragments

Reference
Research skills

Verbs
Verb tense

Vocabulary
Categories
Shades of meaning
Comprehension strategies
Context clues

Writing Strategies
Supporting arguments
Sentences, fragments, and run-ons
Word usage and nuance
Creative techniques
Audience, purpose, and tone
Pronouns and antecedents
Persuasive strategies
Editing and revising
Visual elements
Opinion writing

Civics
Social skills
Government
The Constitution

Economics
Basic economic principles
Supply and demand
Banking and finance

Geography
State capitals
Geography
Maps
Oceania: geography
Physical Geography
The Americas: geography
Oceans and continents
Cities
States

History
Colonial America
English colonies in North America
The American Revolution
World History
Greece
Ancient Mesopotamia
World religions
American history
Medieval Asia

Global Studies
Society and environment

Biology
Genes to traits
Classification
Adaptations
Traits and heredity
Ecosystems
Classification
Scientific names
Heredity
Ecological interactions
Cells
Plants
Animals
Plant reproduction

Chemistry
Solutions
Physical and chemical change
Atoms and molecules
Chemical reactionsEarth Science

Weather and climate
Rocks and minerals
Astronomy
Fossils
Earth events
Plate tectonics

Physics
Materials
Magnets
Velocity and forces
Force and motion
Particle motion and energy
Heat and thermal energy
States of matter
Kinetic and potential energy
Mixture

Engineering
Designing experiments
Engineering practices

Units and Measurement
Weather and climate

3 
subjects

26 
topics

127 
categories

379 
skills

Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurIPS 2022



ScienceQA: Context Diversity

41
Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurIPS 2022



Understanding Time is Important

42

Police used tear gasPeople were angry

Time
People were angry at something (which ended in violent conflicts 

with the police)…The police finally used tear gas (to restore order).
Source: Dan Roth with Ben Zhou, Qiang Ning, Daniel Khashabi, Temporal Commonsense in ACL 2020 Tutorial



Understanding Time is Important

43

People were angryPolice used tear gas

Police used tear gas…People were angry with the police.
Time

Source: Dan Roth with Ben Zhou, Qiang Ning, Daniel Khashabi, Temporal Commonsense in ACL 2020 Tutorial



Temporal Commonsense

44

In natural language, we rarely see explicit timestamps.
The language models have to infer the temporal order from cues in the text.

● “will” or “will not”?

Dr. Porter is taking a vacation and 
will not be able to see you soon.

Dr. Porter is taking a walk and
will be able to see you soon.will not will

Source: Dan Roth with  Ben Zhou, Qiang Ning, Daniel Khashabi, Temporal Commonsense in ACL 2020 Tutorial

Days Minutes



Temporal Commonsense: Challenges

● Events are associated with time
● Attributes and relations may change over time
● Knowledge bases need to be qualified temporally

45

Senator Obama President Obama Former President Obama



MC-TACO: Multiple Choice Temporal Common Sense

46“Going on a vacation” takes longer than “Going for a walk”: A Study of Temporal Commonsense Understanding, EMNLP 2019

Reasoning about Temporal Commonsense



Neural Language Models and Commonsense Knowledge

47

(a) BERT (c) GPT-X(b) BART/T5

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension

Commonsense
Knowledge More socially responsible

Higher performance



Incorporating Structured Commonsense Knowledge

48KagNet: Knowledge-Aware Graph Networks for Commonsense Reasoning, EMNLP-IJCNLP 2019
https://conceptnet.io/



Incorporating Unstructured Commonsense Knowledge

49

Open-Ended Commonsense Reasoning

Differentiable Open-Ended Commonsense Reasoning, NAACL 2021



Why AI is incredibly smart -- and shockingly stupid

https://www.ted.com/talks/yejin_choi_why_ai_is_incredibly_smart_and_shockingly_stupid/c
50
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Thanks for your attention!



These lecture slides are intended solely for educational and research 
purposes.

The copyright of the content within these slides is held by the respective 
original creators.

Any utilization of the materials should be accompanied by proper 
acknowledgment and citation in accordance with relevant copyright and 
intellectual property guidelines.

Thanks!

z


