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About Me

https://lupantech.github.io/

4th-year Ph.D. Candidate at UCLA

Research interests

0.

% Large language models for planning, reasoning, and generation

0.

% Mathematical reasoning in mathematics and sciences domains

s Trustworthy NLP: explainable, reliable, and socially responsible
% Conversational agents: value-aware and socially intelligent

0.

« Multimodal reasoning for vision-and-language applications

Workshops and tutorials
% Lead organizer for NeurlPS-21 MathAI4ED Workshop
% Lead organizer for NeurlPS-22 MathAl Workshop

0.

s Keynote presenter at IJCAI-23 Tutorial on math reasoning



e Mathematical Reasoning
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Tasks and benchmarks
Neural network methods
Language models and LLMs
Challenges and opportunities

e Commonsense Reasoning
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Definition of commonsense
Commonsense benchmarks
Commonsense integration into NNs
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Deep Learning for Mathematical Reasoning

—LNeural Networks (§3)

—[Programming

}—[E.g., P3 (Schuster et al., 2021)

—[SquSeq-based (83.1)

HE.g., DNS (Wang et al., 2017), AnsRat (Ling et al., 2017)

—[Graph-based (§3.2)

]—[E.g., GTS (Xie and Sun, 2019), Graph2Tree (Li et al., 2020b)

_'Math rrr——— }-—{Textual HE.g., MathQA (Amini et al., 2019), SVAMP (Patel et al., 2021) 70 : : : : ; ; : : : 1
Salving (§A-1) {Multimodal HE.g., IconQA (Lu et al., 2021b), TabMWP (Lu et al., 2022b) 60t - R - § N - | Il
-{Formal }—{E.g., CoqGym (Yang and Deng, 2019) 50 i i ; E 3 i i E
o | PRERSESESCIL ECTURCRCRLRS PR D T - S e IRy [ 5 EEEETa
Theorem Proving (§A.2) H-{Informal HE.g., NaturalProofs (Welleck et al., 2021) | | | l | 3 | |
® 4044 e ST S bemeee e e bomeeee d-mme
—-[Formal + Informal }—{E.g., miniF2F+informal (Jiang et al., 2022a) 8_ i : f i i E i
T (1 S [ | S R [ ; I R |
_‘Tasks = }‘_ oy el _—[Withouz Annotations HE.g., GEOS (Seo et al., 2015), GEOS++ (Sachan et al., 2017) o | 5 | 3 | |
Posca(32) || (Selving:(80) L{With Annotations }{Eg., Geometry3K (Lu et al., 2021a), UniGeo (Chen et al., 2022a) 71\ e il Shaie” Tadeaa S m N B
| [Math Question _—[Smgle Benchmark HE.g., DROP (Dua et al., 2019), Mathematics (Saxton et al., 2020) 104 E“ e ‘E" — "E ““““ “““ = = e s e
Answering (§A.4) _[Unjﬁed Benchmark ]—[E.g., Lila (Mishra et al., 2022a), TheoremQA (Chen et al., 2023) 0 2051 3 20|14 2| o 5| 2| o 6| 01T 2018 2019 2020 202 1 2003
—(Diagram J—[E.g., FigureQA (Kahou et al., 2018), DVQA (Kafle et al., 2018) Year
| (Other Quantative _—[Finance HE.g., ConvFinQA (Chen et al., 2022c)
}) roblems (§A.5) —[Science ]—[E.g., ScienceQA (Lu et al., 2022a)

[Deep Learning for Mathematical Reasoning}
1

—{Amnﬁon-based (§3.3) ]—[E.g., Math-EN (Wang et al., 2018a), GROUP-ATT (Li et al., 2019)

—[Other (§3.4)

Deep Learnin, 7 A 2
Metgods g L[Pre-trained Tt }—[Self—Superwsed Learning (§4.1) J—[E.g., GenBERT (Geva et al., 2020), Minerva (Lewkowycz et al., 2022)
Models (§4) —[Task-speciﬁc Fine-tuning (§4.2) ]—[E.g., Scratchpad (Nye et al., 2021), Bhaskara (Mishra et al., 2022a)

HE.g., CNNTP (Loos et al., 2017), MathDQN (Wang et al., 2018b)

—[Example Selection (§5.1) HE.g., Few-shot-CoT (Wei et al., 2022), PromptPG (Lu et al., 2022b)

—[In-context Learning (§5) }—

) Ty U Uy Uy () Uy ) () D) ) () Sy ) Oy ) ) Gy ) )\

—[High-quality Chains (§5.2) HE.g., Self-Consistency (Wang et al., 2023), Least-to-most (Zhou et al., 2023)

5

A Survey of Deep Learning for Mathematical Reasoning, ACL 2023.

Sources: Pam Harris, Math Educator; Quanta Magazine; Pam Harris



MWP: Math Word Problems

. (Question: Sara picked 45 pears and Sally picked 11 pears
AU"'OIT\GTICQ“Y SOIVZ mGTh wo r'd pr'OblemS kfrom the pear tree. How many pears were picked in total?

( )

Math ability: basic math

Language complexity: simple language

Format: generative question answering

Knowledge: no external knowledge

Instruction: You are given a question that involves the
calculation of numbers. You need to perform either an
addition or subtraction operation on the numbers. Generate
| your answer to the given question.

4 N\

Question: Tom has 2 apples and
Jerry has 5 apples. How many
apples do they have in total?

(Program 1:

) _ def solution(x, y):
Rationale: x=2 + 5 J answer = x + y

return answer

-

print(solution(45, 11)) # total pears is the sum of
‘ Solution: 7 ’ pears with Sara and Sally

Program 2:
X = 45
y = 11

answer = X + y # total pears is the sum of pears with
Four basic arithmetic operations with = SaTat?”d Saliy
) ) . print(answer
single or multiple operation steps. na

(Answer: 56 )

Lila: A Unified Benchmark for Mathematical Reasoning, EMNLP 2022



Multimodal Math Word Problems

Math Reasoning over Multimodal Information (images, figures, tables, etc.)

Q: Which object is next to the one
shaped like a cube?

C: = —
L.@S«z i

Visual contexts [+ |

square beads
oval beads

flower-shaped beads

star-shaped beads

Tabular contexts r

heart-shaped beads

spherical beads

rectangular beads

$2.97 per kilogram
$3.41 per kilogram
$2.18 per kilogram
$1.95 per kilogram
$1.52 per kilogram
$3.42 per kilogram
$1.97 per kilogram

veww
A A A

Q: How many sticks are there?

A: 80
lconQA

Q: Which picture shows the pizza inside
the oven?
C: (A) left one (B) right one

Question: If Tracy buys 5 kilograms of spherical beads, 4 kilograms of
star-shaped beads, and 3 kilograms of flower-shaped beads, how much
will she spend? (unit: $)

Answer: 31.44

Solution:

Find the cost of the spherical beads. Multiply: $3.42 x 5= $17.10.

Find the cost of the star-shaped beads. Multiply: $1.95 x 4 = §7.80.
Find the cost of the flower-shaped beads. Multiply: $2.18 x 3 = $6.54.
Now find the total cost by adding: $17.10 + $7.80 + $6.54 = $31.44.
She will spend $31.44.

TabMWP

IconQA: A New Benchmark for Abstract Diagram Understanding and Visual Language Reasoning, NeurlPS 2021
PromptPG: Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical Reasoning, ICLR 2023



GPS: Geometry Problem Solving

Neuro-symbolic reasoning over geometry diagrams, theorems, and solvers

Neural Detector Diagram Parser Relation Set in Formal Language
B .
Triangle(A,B,C)
> Triangie(A,B,D)
32 Triangle(B,C,D)
y —_—> {é} Equals(Line(B,C),32)
54° Equals(Line(C,D),x)
C x D A Equals(Line(B,D),y)

Equals(Angle(C,A,B),54)
@:} PointLiesOnLine(D,Line(A,C))

Perpendicular(Line(B,D),Line(A,D))

In triangle ABC, AB = — (=] 1 o : :
’ Equals (L B;C) L A,B

Rule-Based Text Parser

Transformer-Based Theorem Predictor Symbolic Geometry Problem Solver

“

Decoder

—> @ [ Isosceles Triangle Theorem]—> Equals(Line(A,B),32)

[ Law of Sine Theorem ]—) Equals(y,25.89) | ¢

Inter-GPS: Interpretable Geometry Problem Solving with Formal Language and Symbolic Reasoning, ACL 2021



Automated Theorem Proving

Demonstrate the truth of a mathematical claim (a theorem) via a sequence of

logical arguments (a proof)
Output: proof

Input: theorem
Formal sketch Verified formal proof

have cl: “1*%28 = n*4"

Statement Informal proof have cl: “1%28 = n*4"
We know that gcd(a, b) - Iem(a, b) = ab, HEL s ST E MELDG ARBI s
’ = .28 =1n- 5 <proof> : by (smt (z3) prod_gcd lcm nat):
It ged(n, 4) =1 and hence 1-28 = n - 4. ) . by (smt (z3) prod gcd_lom nat)
= up = " then have c2: “n = 1*28/4"
lem(n, 4) -28, Thenn=1.28/4=17, theq have cg‘ [ n 1*28/4 i
show thatnis 7. P <proof> ..... i byauto ................................................
SOMPICHinG e PIOOE M. [Ehen show thesis 7771 filen show rehesis
Kot <proof> ......................................... ‘?Y,,,‘?PF?
T : A 4
[ Informal ) Gutoformalizer [ Off-the-shelf )
' : : Prover

Draft, Sketch, and Prove: Guiding Formal Theorem Provers with Informal Proofs, ICLR 2023




DROP: Reading Comprehension with Discrete Reasoning

Discrete reasoning over content of paragraphs

Passage Question Answer
Subtraction That year, his Untitled (1981), a painting of a haloed, How many more dollars was
black-headed man with a bright red skeletal body, depicted amid the Untitled (1981) painting [ 4300000 ]
the artists signature scrawls, was sold by Robert Lehrman for sold for than the 12 million
$16.3 million, well above its $12 million high estimate. dollar estimation?
Comparison In 1517, the seventeen-year-old King sailed to Castile. Where did Charles t It
There, his Flemish court . . . . In May 1518, Charles traveled to . terg It'l arBes rlave 70 [ Castile ]
Barcelona in Aragon. irst, Castile or Barcelona”
Selection /In 1970, to commemorate the 100th anniversary of the founding\

of Baldwin City, Baker University professor and playwright VIO REB WG LITVERY

v Don Mueller and Phyllis E. Braun, Business Manager, PEIEEERr i [ 2lped predies Don Mueller
: . The Ballad Of Black Jack, lvan
produced a musical play entitled The Ballad Of Black Jack
Boyd or Don Mueller?
Co tell the story of the events that led up to the battle. )

DROP: A Reading Comprehension Benchmark Requiring Discrete Reasoning Over Paragraphs, NAACL 2019 10



Probing Human-level Intelligence of Language Models

Probing Numerical Commonsense Knowledge Measuring High-level Problem Solving
i BERT-Large ~1st:fly (79.5%) Problem: Tom has ared marble, a green marble,
Birds can [MASK]. — . ord Prediction” 2nd:sing (9. 1%) a blue marble, and three identical yellow marbles.

How many different groups of two marbles can

However, for Numerical Commonsense Knowledge : Tom choose?

R LG E L L L L LR L L L PO o Solution: There are two cases here: either Tom

| st 44.8%) !

" A bird usually has [MASK] legs. Z;d : t\?:gr( 15 795; chooses two yellow marbles (1 result), or lie

| oo mm e mmmmm e mmmmmm e e m e e e e chooses two marbles of different colors ((2) =

P el e e 1st four(53.7%) i results). The total number- of distinct pairs of

| 2nd:two (20.5%) ; marbles Tom can choose is 1 46 = |7 |

. 1st:two (37.1%) !

. A car usually has [MASK] round wheels. 5.4:four(20.2%) ! _

T . Problem: The equation z“ + 2z = ¢ has two
complex solutions. Determine the product of their
real parts.

Solution: Complete the square by adding 1 to
each side. Then (z +1)> =1+i=¢€% /2,50
z + 1 = +e 5 /2. The desired product is then

(~1+cos () ¥2) (~1 - cos (5) ¥2) =1

cos? (£) V3 = 1 - Ltea(i) 5 | 1= V2|

11

Birds have four legs?! NumerSense: Probing Numerical Commonsense Knowledge of Pre-trained Language Models, EMNLP 2020
Measuring Mathematical Problem Solving With the MATH Dataset, NeurlPS 2021



Seg2Seq Neural Networks

Equation: x =5+ 4 + 3 - 2; solution: [10]

f

Model output (Equation template): x=n1 +n3 + n2 - n4

Applying number
mapping to equation form

X = - ny
Y1 Yo
A A A \ P
- .
A A
Decoder \ LST@ LSTM }—L-{ LSTM #—ﬁ LSTM LSTM Encoder ]
X X L ¥ RNN RNN
Encoder: \ GRU H GRU ’—-{ GRU H GRU %»(EIL?

4

T

Embedding: @0 - 00 @O - 00 00 00 @0 O

!

Dan have . total ?

Decoder

Model input: Dan have n1, pens and n2 pencils, Jessica
have n3 more pens and n4 less pencils than him. How

many pens and pencils do Jessica have in total?
* D Number mapping:

Problem: Dan have 5 pens and 3 pencils, Jessica have 4 {n1=5, n2=3, n3=4, n4=2}

more pens and 2 less pencils than him. How many pens

g is do J h total? Deep Neural Solver for Math Word Problems, EMNLP 2017 12
ana pencilis ao essica have in tota




Tree-based Neural Networks

4 . . . . . ) _Dri .
Problem: RObln was maklng baggles Of COOkIeS Wlth 6 A Goal-Driven Tree-Structured Neural Model for Math Word Problems, IJCAI 2019

cookies in each bag. If she had 23 chocolate cookies and
\25 oatmeal cookies, how many baggies could she make? y

( Solution Expression: (23 + 25) + 6
L Solution: 8

Goal: How many baggies she

could make
Context: 6 cookies in each bag; -------------- @Left Goal _.----

She had 23 chocolate cookies Generation -~
and 25 oatmeal cookies 5

o (7 Right Goal
p “... Generation

.......... @i,

Goal: How many cookies Goal: How many @) Left Goal 3 o ’
she had in total C Generation __ - -
PR __ | cookies in each bag e
gr?or:;t;::eigng ezir?d 25 Context: 6 cookies in 4 %
each bag oy (@Right Goal *

oatmeal cookies .
' Generation .. %

Goal: How many chocolate Goal: How many
cookiesshehad | @ J@Zpm»y oatmeal cookies she had

Context: She had 23 Context: She had 25

chocolate cookies oatmeal cookies (3)Leaf Embedding (5) Leaf Embedding 13




Large Language Models (LLMs)

Evolutionary
Tree

2023
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Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond, 2023
Large language models broaden Al’s reach in industry and enterprises

14



LLMs and In-context Learning

Zero-shot

Given only a natural language description of the task

Translate English to French: task description
cheese => prompt
Few-shot

Given the task description and a few examples of the task

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

One-shot

Given the task description and a single example of the task

Translate English to French: task description
sea otter => loutre de mer example
cheese => prompt

Language Models are Few-Shot Learners, NeurlPS 2020 15



Emergent Abilities of LLMs

Question: The cafeteria had 23 apples. If they used 20 to make lunch and bought 6 more, how

[ many apples do they have?

Standard Prompting

Model Input )

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

N

Chain-of-Thought Prompting

({ Model Input

y

Y

Model Output

J

A: The answer is 27. x

(A) Math word

problems
Q: Roger has 5 tennis balls. He buys 2 more cans of 25
tennis balls. Each can has 3 tennis balls. How many X
tennis balls does he have now? : 20 ——
% thought
A: Roger started with 5 balls. 2 cans of 3 tennis balls CoT 5 15
each is 6 tennis balls. 5 + 6 = 11. The answer is 11. reasoning <8
) processes 10
Q: The cafeteria had 23 apples. If they used 20 to OMO
make lunch and bought 6 more, how many apples S 9 s
do they have? 2 of thought
\_ J © 0 D
1021 1022 1023 1024
An ability is emergent if it is not
: present in smaller models but is
bought 6 more ap present in larger models.
answer is 9. /
Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022 16

Emergent Abilities of Large Language Models, Transactions on Machine Learning Research, 2022



Chain-of-Thought Prompting (CoT)

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

A:
The answer is 11.

L

Q: How many keystrokes are needed
to type the numbers from 1 to 5007
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:

The

_J

Qnswer is (b).

/( CSQA (commonsense)

Q: Sammy wanted to go to where the

people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

A: The answer must be a place with a
lot of people. Race tracks, desert,
apartments, and roadblocks don't
have a lot of people, but populated

Cmas do. So the answer is (b). J

_J
/(: StrategyQA )\

Q: Yes or no: Would a pear sink in
water?

A: The density of a pear is about 0.6
g/cm”3, which is less than water.
Thus, a pear would float. So the
answer is no.

- #

/( Date Understanding

Sports Understanding )\

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

A: One day after 06/01/1943 is
06/02/1943, so today is 06/02/1943.
10 days before today is 05/23/1943.
So the answer is 05/23/1943.

N\ J

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A: Joao Moutinho is a soccer player.
The NFC championship is part of
American football, not soccer. So the
answer is no.

- J

SayCan (Instructing a robot)

Human: How would you bring me
something that isn’t a fruit?

Explanation: the user wants
something to eat that isn’t a fruit. An
energy bar is not a fruit, so | will bring
the user an energy bar.

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

/( Last Letter Concatenation

Coin Flip (state tracking) )\

Q: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

A: The last letter of “Lady” is “y”. The
last letter of “Gaga” is “a”.
Concatenating them is “ya”. So the
answer is ya.

\put(energy bar) 5. done(). )

. J

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

A: The coin was flipped by Maybelle.
So the coin was flipped 1 time, which
is an odd number. The coin started

heads up, so after an odd number of
flips, it will be tails up. So the answer

\is no. j

Jason et al, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022

Chain-of-Thought Prompting (CoT) unlocks
and boosts the compositional reasoning
ability in the natural language space.

17



Limitations of LLMs (CoT)

Lack the ability to perform precise mathematical reasoning @

/Table: )

© Lawnmowerssold
Day Number of lawn mowers

Tuesday 8

Wednesday 7 Question: A garden supply store
Thursday 5 kept track of how many lawn mowers
Friday 7 it sold in the past 7 days. What is the
BIliy ? median of the numbers?

Sunday 8

8

k Monday /

GPT-3
(text-davinci-002)
/" Solution:

(Step 1) The median is the "middle” value. To find the median, put the
numbers in order from least to greatest and find the number in the
middle.

(Step 2)8,7,5,7,9, 8, 8

\(Step 3) The median is 7. The answer is 7. )

 Table: I

Name Number of blocks

Wendy 14

Carson 8

Zach L Question: Some students compared
Lila 17 how many blocks they live from

bieole school. What is the mean of the

Shane 7

Henry

S
k Devin 17

numbers?
/

GPT-3
(text-davinci-002)
Solution:

(Step 1) The mean is the average of the numbers.

(Step 2) To find the mean, add the numbers and divide by the
number of students.
(Step3)14+8+17+17+3+7+5+ 17 =86

(Step 4) There are 8 students, so divide 86 by 8.

(Step 5) 86 + 8 =10.75

\(Step 6) The mean is 10.75. The answer is 10.75.

PromptPG: Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical Reasoning, ICLR 2023

18



Limitations of LLMs (CoT)

An inability to combine different tools to perform complex reasoning

ﬂl’able:

Ocean City 8:15AM. 9:00AM. 9:15AM. 9:30AM. 10:00 AM.
Whale Watch Harbor  9:30 AM. 10:15AM. 10:30 AM. 10:45AM. 11:15AM.
Opyster Lighthouse 10:15AM. 11:00 A M. 11:15AM. 11:30A.M. 12:00 PM.
Fisherman's Cove 11:15AM. 12:00 PM. 12:15PM. 12:30 PM. 1:00 PM.
Surfing Beach 12:00 PM. 12:45PM. 1:.00PM. 1:15PM. 1:45PM.

Question: Look at the following schedule. Haley is at Ocean City at 9.45 A.M. How
soon can she get to Surfing Beach?
Options: (A) 1:45 P.M. (B) 12:00 P.M. (C) 10:30 A.M. (D) 12:15 P.M.

~

GPT-3
(text-davinci-002)

4 N
Solution:
(Step 1) Find 9:45 A.M. on the schedule.
(Step 2) The next stop is Whale Watch Harbor at 10:15 A.M.
(Step 3) The earliest she can get to Surfing Beach is 12:00 P.M. The answer is 12:00 P.M.
- J

PromptPG: Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical Reasoning, ICLR 2023

19



Self Consistency with CoT (CoT-SC)

Chain-of-thought
prompting

Marginalize out reasoning paths
to aggregate final answers

/Q: If there are 3 cars in the parking |ON

and 2 more cars arrive, how many cars
are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are 3
+ 2 =5 cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How

Quch does she make every day?
A: /

Language
model

Language
model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in total
she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of
reasoning paths _-

She has 16-3-4 =9 eggs | b

left. So she makes $2*9 = | The answer is $18.

$18 per day. : )
t ™

This means she she sells the | )

remainder for $2 * (16 - 4 - 3); The answer is $26.

= 326 day.

$26 per day I )

i

She eats 3 for breakfast, so )

she has 16 - 3 = 13 left. Then
she bakes muffins, so she haé Th is $18
13 -4 =9 eggs left. So she I € answer1s :

The answer is $14. }

The answer is $18. }

has 9 eggs * $2 = $18. | D

Self-consistency

Self-Consistency Improves Chain of Thought Reasoning in Language Models, ICLR 2023

20



Tree-of-Thought Prompting (ToT)

24 I T

Passage Passage
1 2

\ Y Majority vote

(a) Input-Output  (c) Chain of Thought  (c) Self Consistency
Prompting (1O) Prompting (CoT) with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

21

Tree of Thoughts: Deliberate Problem Solving with Large Language Models, 2023



Tool-Augmented LLMs

DePlot vs. baselines on ChartQA Header: models | augmented-set | human-set
- ted-set W h t Row 1: VisionTapas [67.2 | 2252
100 — DePlot Row 2: Pix2Struct [82.9 130.4
Row 3: MatCha 189.0 |38.0
Row 4: DePlot |:91:,:0 |67.6

Question: On average across the two sets,
LLM by how much does DePlot outperform the

VisionTapas  Pix2Struct Matcha DePlot second strongest model?

models

FlanPalM: Let's find the average of DePlot across the two sets.We add the two numbers in the DePlot row and
divide by 2: 91.0+67.6=158.6/2=79.3. Let's find the second strongest model across the two sets. We find the
row with the second highest average: Row 3. We find theaverage of MatCha across the two sets.We add the
two numbers in the MatCha row and divide by 2:89.0+38.0=127.0/2=63.5. We subtract the second strongest
average from the strongest average:79.3-63.5=15.8. The answer is 15.8.

DePlot: One-shot visual language reasoning by plot-to-table translation, https://arxiv.org/abs/2212.10505 22



Program-aided LLMs

—{( Input )
Q: Roger has 5 tennis balls. He buys 2 more cans of \

Question: In Flbonacm sequence, it follows the rule that tensiichall: Eachieanihas  tennisiballe Hlowmany
each number is equal to the sum of the preceding two tennis balls does he have now?
numbers. Assuming the first two numbers are 0 and 1, what i i
is the 50th number in Fibonacci sequence? ’2' Rogorsiaedwizs fonnisballs.
ennis balls = 5
2 cans of 3 tennis balls each is
Chain-of-thought (CoT) Bovglit belleista TN
tennis balls. The answer is
/The first number is 0, the second number is 1, therefore, the snsverisitennisibelle s Sought/ Bells
third nurleer is 0+1=1. The fourth nu.mber is 1+1=2. The fifth Q: The bakers at the Beverly Hills Bakery baked 200
number is 1+2=3. The sixth number is 2+3=5. The seventh loaves of bread on Monday morning. They sold 93 loaves
number is 3+5=8. The eighth number is 5+8=13. :> 32,432,268,459 in the moming and 39 loaves in the afternoon. A grocery
: store returned 6 unsold loaves. How many loaves of bread
..... (Skip 1000 tok.ens) \_did they have left? )
\The 50th number is 32,432,268,459. / - -
¢ Model Output %) \
A: The bakers started with 200 loaves
Program-of-thought (PoT) loaves baked = 200
. . ™ They sold 93 in the morning and 39 in the afternoon
ﬁengfh_Of_flbonGCCI_seq =50 \ P pgthon loaves_sold morning = 93
fibonacci_sequence = np.zeros(length_of_fibonacci_seq) loaves sold afternoon = 39
fibonacci sequence[O] =0 The grocery store returned 6 loaves.
: 2 _ loaves_returned = 6
fibonacci_sequence [1]=1 - :> 12.586,269.025 R
For i in range(3, length_of_fibonacci_seq): answer = loaves baked - loaves sold morning
fibonqcci_sequence[i] = fibonacci_sequence (i-1]1 + - loaves_sold afternoon + loaves returned
fibonacci_sequence[i-2] e ey
ans = fibonacci_sequence[-1] /
\g \E Y,
Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks, arXiv:2211.12588 23

PAL: Program-aided Language Models, rXiv:2211.10435



Wolfram Plugin for ChatGPT

ChatGPT

prompt
| s g |

\L fext

R < tokenization

ES 5@ 5@ rextual et
Eg L@ =) fraining data

B e -

NN TETY
token vector \// sS85 8

representation \ // \\ / / reinforcement
‘ ‘ ’l A f’ training
vl ‘y4' ‘»4)

Ay O
“t‘% eﬁ‘:’ %‘ét

.4\\ / " " "

888

language model
° neural net

/\ //
4 A ifemh've.mken
g generation
= ‘ babilisti
ilmmmm m“j"’ oy | + ’T\%Zi:;sushc

J

PSSR AL UL AR ARSI AR RAR L AR AL
PARA ARIAR 2SI AR AR s, R AR
AL AL AL AR ARSI RARSS

generated text

Wolfram|Alpha I

question/computation

m
generalized
. < grammar

linguistic unders fanding

symbolic representation
(Wolfram Language)

\-\ (I(,

G55z
“!( (‘rﬁla r %

®A

curated
structured data

J———

AR5,
computational

algorithms
.. Y

real-time data

= ==
computed answer L

iy

structured report

Wolfram|Alpha as the Way to Bring Computational Knowledge Superpowers to ChatGPT

Wolfram

install G>

Access computation, math, curated
knowledge & real-time data through
Wolfram|Alpha and Wolfram Language

What is the integral of x*2 cos(2x)?

Used Wolfram v

The integral of 22 cos(2z) with respect to x is:

x cos(21) (— 1+2 :122) sin(2x)
+
2 4

where C is the constant of integration.




Chameleon: Plug-and-Play Compositional Reasoning

Sunday 10
Monday 9
Tuesday 10
Wednesday 5
Thursday 9

Wanda went on a camping trip
and logged the number of miles
she hiked each day. What is the

median of the numbers?
G J

Chameleon
/_\

Location Arrive Depart
stadium 10:20 A.M. | 10:25 A.M.
park 10:35 A.M. | 10:45 A.M.
hotel 11:10 A.M. 11:15 A.M.
airport 12:05 P.M. 12:10 P.M.
train station 12:25 PM. 12:35 P.M.
bus station 1:10 P.M.  1:10 P.M.

Look at the following schedule. When does
the bus depart from the train station?
(A) 12:35 P.M. (B) 1:10 P.M.

(C) 1:10PM. (D) 10:45 A M. Y,

T - e e e e e -

[ Program Generator @

rThis table shows the number of miles Wanda hiked each day on her )
camping trip. The median is the middle value in a set of data when
the data is arranged in order. To find the median, the data must be
arranged in order from least to greatest (or greatest to least),

| and then the middle value(s) is/are determined.

i

Program Verifier ﬁ

miles_hiked [10, 9, 10, 5, 9]
miles_hiked = sorted(miles_hiked)
middlel = (len(miles_hiked) - 1) // 2
middle2 = len(miles_hiked) // 2

'

[ans = (miles_hiked[middlel] + miles_hiked[middle2]) / 2 )

[ Program Executor P
[ Answer Generator ]_V‘I]

R

Y

Row Lookup @]—»

Arrive
12:25 P.M.

Location Depart

train station 12:35 P.M.

e R
(Step 1) Find the train station on the schedule. Find the departure

time for the train station.

[Solution Generator @ ]__» (Step 2) Train station: 12:35 P.M. The bus departs from the train

station at 12:35 P.M.

(Step 3) The answer is 12:35 P.M.
\ J

\
[ Answer Generator @ 12:35 P.M.

Tool-augmented LLMs via
composing various tools to
perform complex tasks.

w . Hugging Face

Image Captioner

Text Detector

Knowledge Retrieval
Query Generator
Solution Generator

boing [

Answer Generator

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models, arXiv:2304.09842
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Low-resource Settings

Faye had 46 math problems and 9 science problems for

ng::m homework. If she finished 40 of the problems at school,
how many problems did she have to do for homework?
FRolE 3 &4l 46 EAS 3t Al 9 FAE
Translation | A2 Fojof drh, F4o|7t 40 1S FhaloA
Z9rhe, o Eolof sk Al R BAIA okl
Equation X=((46.0+9.0)-40.0)
Answer 15.0
Numbers n0=46.0, n1=9.0, n2=40.0
Annotators check geometric question: ’I‘I?g:;)tl:)t: n0nl +n2 -
EEEEA =MAEDBCH, MABDCT90/%, BFT7fIDBC, 5CDAHAL
T HF, #KBDF|A, DA% TDF. Kik: =ff/¥FBD5 =fFACD%%
In the isosceles right triangle DBC, the angle BDC is equal to 90 degrees. BF Tag Equation Segmented Question
bisects the angle DBC and intersects the CD at point F. BD is extended to A novel =23%2 boode L Ll spnn sllacly S 23 e sl | Losie L clgdin s sllasly 8 23 Lo sl
making DA is equal to DF. Proof: Triangle FBD and triangle ACD are congruent. ¢ semes 032 €39mes 03l2osl
novel | z =18+ 8 b ol A &) e 13) o) Jo ol phas oS | b of s ol e 13) Bl o ol ks oS
Annotators create: ¢ b};& 18 & § g Hhiar 18,58 cqse
S5 8 B AR = £ — inspired | = = 6 * (2/5) = SlahS 6 o 2/5) Gl S oS = S 6 0 (25 ) gl kS oS
(Isosceles nght Trlangle) inspircd Tr = 160 * 35 ¢ R 160 _iv Jf ‘?J )\A)’Y\ o Lo 35 olws t)) £3,85 160 i Js \;’ ULAJY‘ o Lo 35 {)L.J'« C))
74k (shape) ff(Angle) BDC, DBC _ i ¢ g o v—i’ T b (S8
é‘ﬁ?ﬁ(Line Segment) BF, CD, BD, DA, DF inspired | * = * 0 . =50 - 40% =50 .- 740
#(Point) - novel | & =188/3.14 | ¢ o 188 Lhoos (sluy A oftall ol Jyb g L | s 188 Lelamn (gpluy A 35010 ol Jyb oo Lo
B (Positi o ey : novel | x = 876 — 343 =343 - 876 : aud Jyl =343-876 143 Ayl
1% (Position) %Z (Intersect), “F- 47 (Bisect) nspired | @ = 1/8 T8 J ) B J ) il b
ﬁﬁﬁg(\;;l;e) o — (BD92 50). DA D inspired | = 36/9 BV s (S5 i 9 B aspye ot 36 | BtV sas (S5 than 9 sy 5t 36
HRR S qual): , 90), 3 T J8 Sei JS
(Quantitative Relation) 4% (Congruent): (FBD, ACD) novel | £ =677 — 563 =563 - 677 : b Ayl =563-677 : 7l dory]
MEXAR %Z (Intersect): (BF, CD, F)
(Positional Relation) *F-41(Bisect): (BF, DBC) GeoRE: A Relation Extraction Dataset for Chinese Geometry Problems, NeurlPS 2021 MATHAI4ED Workshop

ArMATH: a Dataset for Solving Arabic Math Word Problems, LREC 2022
KoTAB: Korean Template-Based Arithmetic Solver with BERT, BigComp 2020




Low-resource Settings

Finance

Science

Document:

The following table presents product and service sales and operating
expenses by segment (dollar in millions):

hierarchical row headers

Year Ended December 31

2017

NN

Segment Sales Expenses Sales | Expenses \
Innovation Systems \
Product 2,894 2,582 — —
Service 382 351 — -3
Aerospace Systems
Product 11,087 9,889 10,064 8,988 ;
Service 2,009 1,796 2,067 1,854 \
Mission Systems :
Product 7,329 6,335 7,012 6,088 °
Service 4,380 3854 4458 3,940
Technology Service /
Product 485 450 391 360 ;
Service 3,812 3,404 4,296 3,878 <

AAAAAAAAAAAAAAAAAAAAAAAAA

Product sales for 2018 increased $4.3 billion, or 25 percent, as compared

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAANA

with 2017. The increase was primarily due to the addition of $2.9 billion of
product sales from Innovation Systems and higher restricted and F-35
volume at Aerospace Systems.

Average precipitation in Seattle, Washington

rock

rock
rock

rock

gas
ice

ice

Planet
Mercury 60
Venus 930
Earth 1,090
Mars 160
Jupiter 1,431,280
Saturn 827,130
Uranus 68,330
Neptune 62,530
10
9
? 8
5 7
E 6
Police 4 a 2 H
Department | -I H
<. 3 " || Gas Station |
) | - - 0
1 2 3 4 5‘§ ‘(§ \\q; vq* \\,5\

HDDDH
S 3 O K S
S YIS S

&

Q

Medicine

F.C. Hoppensteadt C.S. Peskin

Mathematics in
Medicine and
the Life Sciences

V= CaPsa
Vo= CoPsy
QR=Pg,— Py,

Springer Science+Business Media, LLC

MultiHiertt: Numerical Reasoning over Multi Hierarchical Tabular and Textual Data, ACL 2022
Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurlPS 2022
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Generalization and Robustness

T5
(Large)
i 3 balls + 5 balls = ] None
123 balls + 145 balls = ] None
123 balls + 1,855 balls = ] None

P
John had 8 balls and he gave 3 to Mary.
q How many balls does John have now?

(John had 3 apples. John had 8 balls
and he gave 3 to Mary. How many balls
Kdoes Mary have now?

p
John had 8 balls and he gave 4 to Mary.
\Who has more balls now?

Y, GPT-3

UnifiedQA GPT-3 GPT-3
(Large) (text-davinci-002)  (text-davinci-003)
5 balls 8 balls 8 balls
None 58 balls 168 balls
None 2,878 balls 2,988 balls

Mary has 5 balls. J

Mary has 5 balls. } x

>[John has more balls. } x

(text-davinci-002)

Language models struggle with
large numbers.

Large language models are
inconsistent for mathematical
reasoning.

28



IJCAI 2023 Tutorial: Mathematical Reasoning

Zhenwen Liang Pan Lu Ashwin Kalyan Sean Welleck

g [ A2 A2

Date: August 21, 2023
' Venue: Macao, S.AR

V
IJCAI/2023 MACAO Registration is open: https://registration.ijcai.org O
29
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Source: Shepard RN (1990) Mind Sights: Original Visual lllusions,
Ambiguities, and other Anomalies, New York: WH Freeman and Company

Terror Subterra by Roger Shepard

LLaMA-Adapter V2

r N
o o
~

From human

The figure is a black and white drawing of fwo men, one
standing and the other sitting, with their backs turned
to each other. They are positioned in a narrow, dark
tunnel or passageway.

http://llama-adapter.opengviab.com/

Two monsters in a tunnel (rather than human)

They are running (rather than standing or sitting)

One is chasing another (rather than the same actions)

The chaser is hostile and the chased is afraid (even
they have the same face expression)

Unconscious
Fast

Associative
Automatic pilot

SYSTEM 1

Intuition

31



Definition of Common Sense

e The basic level of practical knowledge and reasoning
e Concerning everyday situations and events
e That are commonly shared among most people.

N

For example, it's ok to keep the closet door open,
but it's not ok to keep the fridge door open,
as the food inside might go bad.

@ Essential for AT to
A 2 understand human needs
i l o and actions better
— |

Source: Commonsense Reasoning for Natural Language Processing, ACL 2020 Tutorial

Essential for humans to live
and interact with each other
in a reasonable and safe way

32



Knowledge in LMs

Do pre-trained LMs already have some commonsense knowledge?

[ Birds usually can [MASK].

J

BERT
(Masked LMs)

LLaMA-Adapter V2
(Multimodal LMs)

http://llama-adapter.opengviab.com/

Prediction § \ g\ Score

Birds usually can fly . l B 33.1%
Birds usually can sing . | 8.2%
Birds usually can survive . | 3.5%

AllenN[ P (MLM demo)

|:> The man is holding a camera in his
hands.

J

33


https://demo.allennlp.org/masked-lm

Knowledge in LMs

Pre-trained LMs still lack commonsense knowledge and can generate false facts.

[ Birds usually can [MASK]. ]
y A,
B ¢ BERT
rediction core (Masked LMs)
Birds usually canfly. O] 33.1% ﬁ
Birds usually can sing.. I 8.2%
Birds usually can survive . | 35% (4

[ Tigers usually have [MASK] legs. }

Prediction

Tigers usually have two legs .

Tigers usually have short legs .

Tigers usually have four legs .

14.1% XK

11.2%%)

8.8%

34



Commonsense Benchmarks

Social commonsense

Naive ROC story

Psychology

TMTaco

Temporal commonsense

Physical commonsense

Social IQa Physical IQa HellaSwag
[ o
Abductive NLI 1 I SWAG

JHU Ordinal

. CommonsenseQA
WinoGrande Commonsense

ReCORD
l‘ .' MultiRC
& L

Scientific commonsense Commonsense reading comprehension

Credit to Maarten Sap, Commonsense benchmarks, ACL 2020 Tutorial
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Social IQA: Social Interaction QA

Reasoning about Social Situations S?Sial

[Kevin spills the chili all over the floor J @ O >

and made the office a huge mess.

[ What should Kevin do next? J

Sl T

run away and leave the @u the @ save the chili on
mess in the office pup the floor

m most likely

Social IQa: Commonsense Reasoning about Social Interactions, EMNLP 2019




ATOMIC: Knowledge tested in Social IQA

- causes @ @ stative
drink too much g—

X needed to i

X is seen as

/X wanted to

PersonX spills |

all over the floor
X will feel —_—
X will want

has effect on X

embarrassed

slip on the spill

effects

37

ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning, AAAl 2019



Physical IQa: Physical Interaction QA

Reasoning about Physical Interaction Physical

: a To separate egg whites from the yolk

using a water bottle, you should...

a.

Squeeze the water b. Place the water bottle
bottle and press it and press it against the
against the yolk. yolk. Keep pushing,
Release, which creates which creates suction
suction and lifts the yolk. and lifts the yolk.

10Qa

O

Test the ability of natural language
understanding models to link text
to a robust intuitive-physics
model of the world

PIQA: Reasoning about Physical Commonsense in Natural Language, AAAI 2020
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ScienceQA: Science Question Answering

Reasoning about Scientific Topics o P
9 p %SCIENC;%&:L

] DY i““”
Question: Which type of force from the a—» Answer: The answer is A. *°

baby's hand opens the cabinet door?
BECAUSE:

g (Lecture: A force is a push or a pull that one object

. applies to a second object. The direction of a push is
away from the object that is pushing. The direction of
a pull is toward the object that is pulling.

Options: (A) pull (B) push

‘Context: A baby wants to
know what 1s inside of a
cabinet. Her hand applies
a force to the door, and

the door opens.
.

J

@ (Explanation: The baby's hand applies a force to the
cabinet door. This force causes the door to open. The
direction of this force is toward the baby's hand. This
kforce is a pull.

39

Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurlPS 2022



ScienceQA: Domain Diversity

Biology D=
Genes to traits 50@.0'
Classification
Adaptations

Traits and heredity
Ecosystems
Classification
Scientific names
Heredity

Ecological interactions
Cells

Plants

Animals

Plant reproduction

Physics

Materials

Magnets

Velocity and forces

Force and motion

Particle motion and energy
Heat and thermal energy

Geography "'\ﬁJ
State capitals @
Geography

Maps

History j
Colonial America [

English colonies in North America
The American Revolution

Civics E0
Social skills
Government

The Constitution

Oceania: geography
Physical Geography
The Americas: geography

World History y
o

Greece
Ancient Mesopotamia

Economics

Supply and demand

Basic economic principles

”

Earth Science
Weather and climate
Rocks and minerals
Astronomy
Fossils
Earth events
Plate tectonics =

r \
@
i

States of matter Oceans and continents World religions Banking and finance
Kinetic and potential energy Cities American history Global Studies 6
Mixture States Medieval Asia Society and environment =22
Chemistry Writing Strategies Vocabulary @ Verbs
Solutions > Supporting arguments Categories — Verb tense
Physical and chemical change | Sentences, fragments, and run-ons Shades of meaning Capitalization
Atoms and molecules Word usage and nuance Comprehension strategies Formatting
Chemical reactions Crea.tlve techniques Context clues Punctuation
Brtuearing Audience, purpose, and tone Grammar EEF Fragments

.. . Pronouns and antecedents ©
Designing experiments ) ) Sentences and fragments § | Phonology

. . . Persuasive strategies
Engineering practices » .. Phrases and clauses Rhyming

Editing and revising —

Units and Measurement y Visual elements = Figurative Language Reference
Weather and climate Opinion writing e Literary devices @ Research skills

3

subjects

26

topics

127

categories

379

skills

40

Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurlPS 2022



ScienceQA: Context Diversity

iy

Washington

South Dakota

table tennis

Summer
Olympics

figure skating

Winter
Olympics

THOMAS ALCOTT
FURNITURE

Everything we sell is hand-crafted
and comes with our Quality
Workmanship Guarantee.

Grocery
Store

Volume (billions of km?) | Primary composition
60

Mercury rock
Venus ' 930 rock
Earth 1,090 rock
Mars 160 rock
Jupiter 1,431,280 gas
Saturn 827,130 gas
Uranus ' 68,330 ice
Neptune 62,530 ice

barren-ground
caribou

mushroom

Precipitation (inches)

' g

O = NWHOGOON WO

3,800
(17.92%)

Image

7,188

(33.89%) No context

6,532
(30.80%)

3,688
(17.39%)

Text

Image and text!

Leading
Brand

2x the meat

Vistle Cat Food has twice the meat of the
leading brand.

Average precipitation in Seattle, Washington

Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering, NeurlPS 2022
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Understanding Time is Important

People were angry

- - : >
Time

People were angry at something (which ended in violent conflicts
with the police)...The police finally used tear gas (to restore order).

Source: Dan Roth with Ben Zhou, Qiang Ning, Daniel Khashabi, Temporal Commonsense in ACL 2020 Tutorial
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Understanding Time is Important

People were anqry

Time
Police Used tear gas...People were angry with the police.

43

Source: Dan Roth with Ben Zhou, Qiang Ning, Daniel Khashabi, Temporal Commonsense in ACL 2020 Tutorial



Temporal Commonsense

In natural language, we rarely see explicit timestamps.
The language models have to infer the temporal order from cues in the text.

o “will” or “will not”?

Dr. Porter is taking a vacation and Dr. Porter is taking a walk and
will not be able to see you soon. will be able to see you soon.
Days Minutes

44

Source: Dan Roth with Ben Zhou, Qiang Ning, Daniel Khashabi, Temporal Commonsense in ACL 2020 Tutorial



Temporal Commonsense: Challenges

e Events are associated with time
e Attributes and relations may change over time
e Knowledge bases need to be qualified temporally

SEIN. DANRALIRN

D-lllinois

Senator Obama President Obama

Former President Obama
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MC-TACO: Multiple Choice Temporal Common Sense

Reasoning about Temporal Commonsense MC-TACO

S1: Growing up on a farm near St. Paul, L. Mark Bailey didn’t dream
of becoming a judge. .
Stationarity p Q1: Is Mark still on the farm now?

¢ [x] no [ ]yes

Reasoning type: stationarity

y
S2: The massive ice sheet, called a glacier, caused the features on the i
land you see today.
Typical Time > Q2: When did the glacier start to impact the land’s features?
[x] centuries ago [ ] hours ago
[ ]10 years ago [x] tens of millions of
\Reasoning type: event typical time years ago )

(S3: Carl Laemmle, head of Universal Studios, gave Einstein a tour of i
: his studio and introduced him to Chaplin.
Duration 03: How long did the tour last?
[ 19 hours [ ]15 days

[x] 45 minutes [ 15 seconds
kReasoning type: event duration

J

“Going on a vacation” takes longer than “Going for a walk”: A Study of Temporal Commonsense Understanding, EMNLP 2019 46



Neural Language Models and Commonsense Knowledge

ABCDE
P 1 TRES PEERS
Bidirectional ) C Bidirectional |:> Autoregressive Autoregressive
< Encoder < Encoder Decoder Decoder
R EREE it Frrrt
A_C._ A_B_E <s>SABCD <s>ABCD
(a) BERT (b) BART/T5 (c) GPT-X

Commonsense

Knowledge

Higher performance
>

More socially responsible

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension
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Incorporating Structured Commonsense Knowledge

/9\ / ConceptNet

O An open, multilingual knowledge graph

Question Answer

Question " isa .
C tNet semantic network
b Concept Recogmtlon= Concepts Concepts [ conceptne j‘ 1
nSWCT' I. @ ‘I I. .‘ rowledge Graph has colr<nmon sense
nowledge
lpart of
Language Graph Construction is used for natli’ral Iangdl.{age part of ]
. . 1e understanding — jntelligence
Encoder (e.g. BERT) via Path Finding \ : g
part of
V il \ word embeddings
Statement Vector S <> —> crowdsourced
\ knowledge
Graph " ‘< < L g S made of | exicography
Vector 5 GCN-LSTM-HPA ‘ <' / games with a
purpose
MLP KagNet e © / linked data - similarto __ the f:l::)antic
Q,b,’d
st Schema Graph &
Plausibility score P ass el API | —
is used for
KagNet: Knowledge-Aware Graph Networks for Commonsense Reasoning, EMNLP-IJCNLP 2019 48

https://conceptnet.io/



Incorporating Unstructured Commonsense Knowledge

Q: What can help alleviate global warming?

Multiple-Choice CSR

(reason w/ question+choice)

ann'EndEd ESR (A) air cooler (B) fossil fuel

(reason w/ question) C) renewable energy (D) water

a large text corpus of commonsense facts

o
Multi{Hop &35 contributing to global warming .

carbon dioxide is the major greenhouse

©

Reasgning
trees remove carbon dioxide from the

atmosphere through photosynthesis .

N

Output: ..., renewable energy, free, solar battery, ...
a ranked list of concepts as answers.

Open-Ended Commonsense Reasoning

Differentiable Open-Ended Commonsense Reasoning, NAACL 2021
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Why Al is incredibly smart -- and shockingly stupid

TE

ldeas worth
spreading

00:00/16:03 o) = £ 7

Why Al is incredibly smart and shockingly stupid
1,051,826 views | Yejin Choi « TED2023
50

https.//www.ted.com/talks/yejin_choi_why ai is_incredibly _smart_and_shockingly stupid/c
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These lecture slides are intended solely for educational and research
purposes.

The copyright of the content within these slides is held by the respective
original creators.

Any utilization of the materials should be accompanied by proper
acknowledgment and citation in accordance with relevant copyright and
intellectual property guidelines.

Thanks!



